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Except for trivial cases, free independence entails that
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Moreover, there exists a unique probability measure $\mu_{a}$ on $\mathbb{R}$, such that

$$
\int_{\mathbb{R}} f(t) \mu_{a}(\mathrm{~d} t)=\langle f(a) \xi, \xi\rangle
$$

for any bounded Borel-function $f$.
The measure $\mu_{a}$ is called the (spectral) distribution of $a$.
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## Free convolution

Let $\mu$ and $\nu$ be probability measures on $\mathbb{R}$, and consider freely independent Hermitian operators $a$ and $b$, such that $a \sim \mu$ and $b \sim \nu$.

Then the free convolution $\mu \boxplus \nu$ is defined by:

$$
a+b \sim \mu \boxplus \nu .
$$

## Free infinite divisibility

By $\mathcal{I D}(\boxplus)$ we denote the class of $\boxplus$－infinitely divisible probability measures on $\mathbb{R}$ ，i．e．
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$$
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$$
\left(a, \frac{k(t)}{|t|} \mathrm{d} t, \eta\right),
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where $k: \mathbb{R} \backslash\{0\} \rightarrow[0, \infty)$ is increasing on $(-\infty, 0)$ and decreasing on $(0, \infty)$.

## Unimodality

A finite measure $\mu$ on $\mathbb{R}$ is called unimodal, if, for some a in $\mathbb{R}$, it has the form

$$
\mu(\mathrm{d} x)=\mu(\{a\}) \delta_{a}(\mathrm{~d} x)+f(x) \mathrm{d} x
$$

where $f$ is increasing on $(-\infty, a)$ and decreasing on $(a, \infty)$.
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## Unimodality vs. selfdecomposability - overview

Theorem [Yamasato '78]. All *-selfdecomposable probability measures are unimodal.

Theorem [Biane '98]. All $\boxplus$-stable probability measures are unimodal.

Theorem [Haagerup+T '11]. The free gamma distributions are unimodal.

Theorem [Hasebe+T '13]. All freely selfdecomposable distributions are unimodal.
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Then since $\mathcal{C}_{\mu}(z)=z F_{\mu}^{-1}\left(\frac{1}{z}\right)-1$, we find that
$\mathcal{C}_{\mu}^{\prime}(z)=F_{\mu}^{-1}\left(\frac{1}{z}\right)-\frac{1}{z} \frac{1}{F_{\mu}^{\prime}\left(F_{\mu}^{-1}\left(\frac{1}{z}\right)\right)}=\omega-\frac{F_{\mu}(\omega)}{F_{\mu}^{\prime}(\omega)}=\omega-\frac{1}{\omega-F_{\mu}(\omega)}$.
So it remains to argue that

$$
\operatorname{Im}\left(\omega-\frac{1}{\omega-F_{\mu}(\omega)}\right) \leq 0, \quad(\omega \in \Omega)
$$

