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``Random change of time is key to understanding 
the nature of various stochastic processes and gives 
rise to interesting mathematical results and insights 
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Example 1: Dispersion in Heterogeneous Media

c = concentration of injected dye

Fickean Dispersion Model:
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B. Wood, CBEE LAB, OSU

D(y) =

(
D+ if y � 0

D� if y < 0.

[D(y)rc]0 = 0
@c

@t
=

1

2
r(D(y)rc)



Figure 2.  Experiments showing differences in 
breakthrough behavior for coarse to fine (C-F) 
and fine-to-coarse (F-C) directions of flow at 
flow rates of 0.3, 0.4, and 1 mL/min. The tracer 
input pulse times are 5, 3.75, and 1.5 min, and 
the sample collection intervals are 5, 3.75, and 
1.5 min, respectively. Solid symbols represent 
C-F direction, and open symbols represent F-C 
direction. Two experiments in each direction 
were measured for the 0.3 and 0.4 mL/min flow 
rates. Each point represents an average of three 
measurements. The vertical axis shows 
electrical conductivity (EC), which is directly 
proportional to concentration.
B. Berkowitz, A. Cortis, I Dror and 
H Scher - 2009.,  B.Wood -2010.

PROBLEM:  Explain the asymmetry from the Fickian Dispersion Model ?

Experimentally Observed Asymmetry

Q: Assume that D- < D+.  Which is more likely removed 
first, a particle injected at -l and removed at l, or a 
particle injected at l and removed at -l ?
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Continuity of derivatives - Ex. 2

α∗ =
√

D−√
D−+

√
D+

The particle will reside longer in the

region with the slower dispersion rate

Continuity of flux - Ex. 1

α∗ =
√

D+√
D−+

√
D+

The particle will reside longer in the

region with the faster dispersion rate

Note: We refer process Y α∗
as the physical diffusion corresponding to the dispersion

coefficients D+, D− and interface parameter λ.

Theorem 3 Let Y α∗
denote the physical diffusion for the dispersion coefficients

D+, D− and interface parameter λ. Define modified occupation time processes by

Γ̃+(t) =
∫ t

0
1[Y (α∗)

s > 0]ds, t ≥ 0.

Similarly let Γ̃−(t) = t − Γ̃+(t), t ≥ 0. Then,

Γ̃+(t) > Γ̃−(t) ∀t > 0 ⇐⇒ λ >

√
D+

√
D+ +

√
D−

,

with equality when λ =
√

D+√
D++

√
D−.

Theorem 2: Let D+, D− be arbitrary positive numbers and let 0 < α, λ < 1. De-
fine Y

(α)
t = s(B(α)

t ), t ≥ 0, where B(α) is skew Brownian motion with transmission

parameter α and s(x) =
√

D+x1[0,∞)(x) +
√

D−x1(−∞,0](x), x ∈ R. Then

Mt = f(Y (α)
t ) −

1

2

∫ t

0
D(Y (α)

u )f ′′(Yu)du, t ≥ 0,

is a martingale for all f ∈ Dλ = {f ∈ C2(R\{0})∩C(R) : λf ′(0+) = (1−λ)f ′(0−)}
if and only if

α = α∗(λ) =
λ
√

D−

λ
√

D− + (1 − λ)
√

D+
.

Moreover, α∗ makes modified local time continuous.

Example 3: Fender blue butterfly

Edge-Mediated Dispersal Behavior in a Prairie Butterfly

Cheryl B. Schultz and Elizabeth E. Crone

Given past research on the Fender’s blue and the potential to investigate response

to patch boundaries in this system, we ask two central questions. First, how do or-

ganisms respond to habitat edges? Second, what are the implications of this behavior

for residence time ?

General Interface Conditions:

λf ′(0+) − (1 − λ)f ′(0−) = 0, 0 ≤ λ ≤ 1
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Example 2: Arrested Topographic Wave Model

η(x, y) = free surface

f < 0 in Southern hemisphere

∂η

∂y
= −
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(∂h
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)−1∂2η

∂x2

[η] = 0,
[∂η
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= 0

Quasi geographic balance - Hydrostatic approximation
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h(x) = ocean depth
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Example 1: Dispersion in Heterogeneous Media

Fickean Dispersion Model

∂c

∂t
=

1

2
∇(D ·∇c) −∇ · (vc)

[c] = 0,
[

D
∂c

∂x

]

= 0

where c is a continuous function.

D(x) =

{

D
+ if x > 0

D− if x < 0
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Remark : Specific nature of the interface can vary, depending on the specific

phenomena. We briefly describe three distinct classes of examples of phenomena

from the biological/ecological sciences in which interfaces naturally occur.

Theorem 1: Let D+, D− be arbitrary positive numbers, with say D− < D+. Define

Y
(α∗)
t = s(B(α∗

t ), t ≥ 0, where B(α∗) is skew Brownian motion with transmission

parameter α∗ =
√

D+√
D++

√
D−, and and s(x) =

√
D+x1[0,∞)(x)+

√
D−x1(−∞,0](x), x ∈ R.

Let Ty = inf{t ≥ 0 : Y
(α∗)
t = y}. Then,

(a) For smooth initial data c0, c(t, y) = Eyc0(Y
(α)
t ), t ≥ 0, solves

∂c

∂t
=

1

2

∂

∂y
(D(y)

∂c

∂y
), D+∂c(t, 0+)

∂y
= D−∂c(t, 0−)

∂y
.

(b) For y > 0, P−y(Ty > t) ≤
√

D−√
D+

Py(T−y > t) < Py(T−y > t), t ≥ 0.

Question !

Suppose that a dilute solute is injected at a point L units to the left of an interface at
the origin and retrieved at a point L units to the right of the interface. Let D− denote

the (constant) dispersion coefficient to the left of the origin and D+ that to the right,

with say D− < D+. Conversely, suppose the solute is injected at a point L units to
the right of the interface and retrieved at a point L units to the left. Which will be

retrieved first ?


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First Passage Times and Breakthrough Curves
Associated with Interfacial Phenomena



Example 2: Physical 
Oceanography - 
Upwelling off the coast of 
Argentina

Highlighted region points to 
flotilla of ‘fishing factories’ 

Concentration of ships on 
the continental break where 
upwelling occurs.

Acknowledgment:  Ricardo Matano - COAS - Oregon State University



 Arrested Topographic Wave Model

Quasi geostrophic balance - Hydrostatic Approximation.

= free surface,         h(x) = ocean depth

Eliminate velocity in terms of free surface

f < 0 in Southern 

hemisphere
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Transport = velocity times height of water column

Height of water column = 

= slope of continental shelf (-)and slope (+)

Arrested Topographic Wave Model:

 Arrested Topographic Wave Model

(Shelf Break Interface)

h(x) + η(x, y)
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Lupinus sulphureus ssp. kincaidii at Oak Basin, 2009 
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IN T R O DU C T I O N 

 This report documents work conducted on 

the population of Kincaid’s lupine (Lupinus 
sulphureus ssp. kincaidii; Figure 1) located 

at Oak Basin, a site managed by the Eugene 

District Bureau of Land Management.  The 

proposed Oak Basin ACEC represents the 

largest known lupine population in the 

Upper Willamette Resource Area.   

Species status 
 Kincaid’s lupine, a member of the 

legume family (Fabaceae), is listed by the 

Oregon Department of Agriculture and the 

U.S. Fish and Wildlife Service as a 

threatened species (ORNHIC 2007).  

Kincaid’s lupine serves as the primary host 

plant for larvae of Fender’s blue butterfly 

(Icaricia icarioides fenderi; Figure 2), an 

endangered species. 

Background information  
 Kincaid’s lupine is found in native 

prairie remnants in the Willamette Valley 

and southwestern Washington and in forest 

openings in Douglas County, Oregon.  

Because Kincaid’s lupine serves as the 

primary host for Fender’s blue butterfly 

larvae, conservation of the lupine is a 

common goal for the protection of both 

species.   

 The majority of sites known to 

support Kincaid’s lupine are smaller than 1 

hectare (Wilson et al. 2003) and located on 

privately held land (U.S. Fish and Wildlife 

Service 2000), which is exempt from 

protections provided by state and federal 

listing.  Management by state and federal 

agencies on public land is therefore critical 

for survival of this species.   

Oak Basin is an important site for 

Kincaid’s lupine because of its ownership 

and size.  In addition to the protection listed 

species receive on public lands, Oak Basin 

F igure 1.  Kincaid’s lupine (Lupinus 
sulphureus ssp. kincaidii). 

F igure 2.  Fender’s blue butterfly (Icaricia 
icarioides fenderi). 

Fender’s Blue Kincaid’s Lupin Patch Distribution
Example 3:         FENDERS BLUE BUTTERFLY
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these studies rarely investigate movement using meth-

ods from which mechanistic ‘‘rules’’ can be described

to predict an organism’s responses to new habitat loss

or creation. Pattern-oriented approaches such as inci-

dence function models often assume simple rules about

dispersal processes, assumptions which are rarely ex-

plicitly tested and may lead to misleading interpreta-

tions of population dynamics (Crone et al. 2001).

An additional complication is that dispersal studies

often assume that organisms’ responses to habitat are

uniform—as if the habitat were homogeneous—be-

cause the studies only occur within high quality habitat

(e.g., Stenseth and Lidicker 1992; but see Zalucki and

Kitching 1982, Miyatake et al. 1995, Kindvall 1999).

Fragmented habitat is, by definition, heterogeneous.

Assuming a homogeneous landscape may produce mis-

leading predictions if organisms change movement

rates between habitats. For example, if organisms in-

crease their movement rates to move quickly through

hostile habitats (as was observed by Miyatake et al.

1995, and Schultz 1998a), models assuming homoge-

neous movement will underestimate organisms’rate of

dispersal through a landscape. Several insect studies

have measured features of dispersal behavior that are

useful in modeling dispersal processes (movement

rates, turning angles, and subsequent ‘‘diffusion rates’’)

and have shown that these features vary between hab-

itats (Kareiva and Odell 1987, Morris and Kareiva

1991, Turchin 1991, Schultz 1998a, Haddad 1999,

Kindvall 1999) and are affected by population density

(Kindvall et al. 1998). When investigators have mea-

sured sensitivity to habitat quality, they have found that

these differences influenced the expected spatial dis-

tributions of insects (see review by Turchin 1991).

Finally, to understand how organisms move across

fragmented landscapes, we need to understand the

‘‘permeability’’ of habitat–nonhabitat interfaces—the

degree to which organisms leave high quality habitat

(Wiens et al. 1985, Stamps et al. 1987, Fagan et al.

1999, Kindvall 1999). To some organisms, certain hab-

itat edges form an absolute barrier (e.g., the ocean to

a nonflying terrestrial mammal). To other organisms, a

habitat edge may merely slow dispersal a bit. Edge

permeability influences responses to landscape struc-

tures, such as how well a corridor serves as a conduit

connecting habitat patches (Lidicker and Koenig 1996,

Schultz 1998a, Haddad 1999). This view of an edge is

distinct from the literature on ‘‘edge effects.’’ Edge

effects usually refer to changes in an organism’s density

at the edge, such as changes in density due to biotic

or abiotic effects (Yahner 1988, Meffe and Carroll

1997). These views examine the edge as a distinct hab-

itat type. Instead, we view edge as a habitat boundary

that influences organisms’ behaviors. Fagan et al.

(1999) refer to this as an ‘‘edge-mediated’’ process. In

this context, animals may respond to clearly defined

edges, such as a clearcut boundary, or less discrete

boundaries, such as a meadow edge.

Here, we present an investigation of edge-mediated

dispersal behavior in a prairie butterfly, the Fender’s

blue. The Fender’s blue system is a useful model system

in which to investigate this behavior. From past re-

search we know that movement behavior and diffusion

rates differ inside preferred lupine habitat vs. outside

lupine habitat and that butterflies are not randomly dis-

tributed over the landscape (Schultz 1998a). In addi-

tion, based on coarse-scale experiments, we know that

the butterflies released near patch edges are more likely

to stay in habitat than to leave habitat (Schultz 1998a).

Also, in anecdotal observations of butterflies within

habitat near patch boundaries, it appeared that after

butterflies left the patch, they markedly changed their

behavior by stopping less often and flying in a more

directed fashion. However, these field observations do

not provide quantitative insight into how butterflies

respond to patch boundaries, or a mechanism for pre-

dicting the consequences of habitat loss or creation.

The Fender’s blue is an appropriate study system be-

cause techniques to quantify dispersal behavior are well

established and because patch boundaries are easy to

distinguish in the field.

Given past research on the Fender’s blue and the

potential to investigate response to patch boundaries

in this system, we ask two central questions. First, how

do organisms respond to habitat edges? Second, what

are the implications of this behavior for residence time

(the number of days butterflies spend in their natal

patch before leaving)? For butterflies like the Fender’s

blue, residence time is a key feature of the effects of

habitat fragmentation because if residence time varies

with patch size, individuals will leave smaller patches

and contribute fewer young to future generations in

that patch, decreasing population viability (Crone and

Schultz 2001). To answer the first question, we develop

a straightforward methodology to consider the butter-

fly’s response to habitat edge. This model is based on

empirical parameter estimation of butterfly dispersal in

the field. Second, we incorporate the results of this

analysis into simple models of dispersal to ask how

edge-mediated behavior could influence residence

time.

METHODS

Fender’s blue butterfly biology and habitat

The Fender’s blue butterfly (Icaricia icarioides fen-

deri) resides in remnant native prairies of western

Oregon. It is an indicator species for Willamette Valley

upland prairies and was recently listed as endangered

under the U.S. Endangered Species Act (Anonymous

2000). At the same time, its primary larval host plant,

Kincaid’s lupine (Lupinus sulphureus spp. kincaidii),

was listed as threatened (Anonymous 2000). Currently

only about three thousand of these butterflies remain,

confined to a dozen isolated patches across the Wil-

lamette Valley (Hammond 1998, Schultz and Fitzpat-
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EDGE-MEDIATED DISPERSAL BEHAVIOR IN A PRAIRIE BUTTERFLY

CHERYL B. SCHULTZ1 AND ELIZABETH E. CRONE2

1National Center for Ecological Analysis and Synthesis, University of California, 735 State Street #300,
Santa Barbara, California 93101 USA

2Ecology Division, Biological Sciences Department, University of Calgary, Calgary, Alberta, Canada T2N 1N4

Abstract. Animal responses to habitat boundaries will influence the effects of habitat
fragmentation on population dynamics. Although this is an intuitive and often observed
animal behavior, the influences of habitat boundaries have rarely been quantified in the
field or considered in theoretical models of large scale processes. We quantified movement
behavior of the Fender’s blue butterfly (Icaricia icarioides fenderi) as a function of distance
from host-plant patches. We measured the butterfly’s tendency to move toward habitat
patches (bias) and their tendency to continue to move in the direction they were already
going (correlation). We found that butterflies significantly modify their behavior within 10–
22 m from the habitat boundary.

We used these data to predict large scale patterns of residence time as a function of
patch size, using three dispersal models: homogeneous response to habitat, heterogeneous
response to habitat, and heterogeneous response to habitat with edge-mediated behavior.
We simulated movement for males and females in eight patch sizes (0.1–8 ha) and asked
how residence time varies among the models. We found that adding edge-mediated behavior
significantly increases the residence of Fender’s blue butterflies in their natal patch. Only
the model with edge-mediated behavior for females was consistent with independent mark–
release–recapture (MRR) estimates of residence time; other models dramatically under-
estimated residence times, relative to MRR data.

Key words: biased correlated random walk; dispersal; edge behavior; Fender’s blue butterfly;
habitat fragmentation.

INTRODUCTION

Ecologists face a fundamental challenge in under-

standing how populations respond to habitat fragmen-

tation. Meffe (1997:148) defines fragmentation as ‘‘the

breakup of extensive habitats into small, isolated patch-

es.’’ From an applied perspective, understanding hab-

itat fragmentation is central to interpreting the effects

of habitat loss on endangered species (Noss and Coop-

errider 1994, Wiens 1997, Gascon and Lovejoy 1998).

From a basic perspective, responses to fragmentation

are influenced by the ability of animals to disperse

among patches, the population dynamics in habitat

patches of different sizes, and the factors that control

whether animals remain in or disperse from suitable

habitat (Forman and Godron 1986, Turchin 1998, Fa-

gan et al. 1999). Recent theoretical studies highlight

fragmentation effects and potential consequences for

population processes (e.g., Holmes et al. 1994, Pulliam

and Dunning 1995, Turner et al. 1995, Hanski and Gil-

pin 1997, Tilman and Kareiva 1997, Fagan et al. 1999).

The most common obstacle to linking models to pre-

dictions of large-scale processes is lack of understand-

ing of the basic ecology of dispersal behavior—how

and when animals move through heterogeneous land-

scapes (Wennergren et al. 1995, Lima and Zollner

1996, Ruckelshaus et al. 1997).

Manuscript received 1 November 1999; revised 30 May 2000;
accepted 30 June 2000; final version received 24 July 2000.

This obstacle persists, at least in part, because of a

wide gap between many of the analytical models used

to study spatial ecology and on-the-ground studies of

dispersal behavior (Turchin 1998). Analytical spatial

models are often so abstract that it is difficult for field

ecologists to estimate model parameters, to test models

or simply to know how or when to use them (but see

Kareiva and Shigesada 1983, Turchin 1991). For ex-

ample, the connection between parameters in partial

differential equation models (e.g., Othmer et al. 1988)

and empirical data is not often clear. Similarly, too

often empirical estimates of dispersal are not done in

ways that can be translated into parameters for models.

For example, measures of tortuosity and fractal di-

mension are useful in describing the movement behav-

ior of animals in heterogeneous landscapes (Stapp and

Horne 1997, Etzenhouser et al. 1998) but such descrip-

tions of movement patterns are difficult to translate into

movement parameters that could predict population

distributions and dynamics in novel landscapes. A

number of experimental studies have investigated the

effects of fragmentation phenomenologically by ex-

perimentally fragmenting a system and reporting the

responses (e.g., Bierregaard et al. 1997, Andreassen et

al. 1998). However, in many systems (e.g., endangered

species), the experimental approach is not possible. Fi-

nally, studies documenting immigration and coloni-

zation have been done in the context of metapopulation

dynamics (see review by Ims and Yoccoz 1997), but

``
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Example 4:  
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y

ỹ

0

(MARINE PROTECTED AREAS)

1

⌘(y)
= biomass of individuals at cross-sectional location y

c(t, (y, ỹ)) = biomass concentration at location (y, ỹ) at time t

u(t, y) =
1

⌘(y)

Z

R
c(t, (y, ỹ))dỹ

@u
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=
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u

A
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Rekow, J. (2015);  Impact of biased movement on marine protected area effectiveness, OSU



EXAMPLE 5:   DRIFT PARADOX IN RIVER NETWORKS

DRIFT PARADOX PROBLEM: IDENTIFY SUBNETWORKS 
FOR WHICH C = 0 IS UNSTABLE EQUILIBRIA?

L1 L2

L3

Introduction

Let ⌃ be the following model for a junction of three rivers (or pipes ...). Each segment is semi-inifinite and connected at the junction ⌥. The

direction of flow is towards the bottom, and with speeds vr, v0, v1 ⇧ 0. Consider also diffusion coefficients Dr, D0, D1 ⇧ 0 and cross-

sectional areas Ar, A0, A1 ⇧ 0 with A0 v0 ⇥ A1 v1 ⌅ Ar vr.  Note that the x-axis points outward for all edges, that makes some equations

change with respect to the JMB paper.

x

xx

⌥

r
vr

 1⌦
v1

 0⌦
v0

Consider a diffusion process X  in ⌃, �X⇧t⌥, t � 0⇥ and a random variable T ⌦ exp⇧ ⌥ independent of X. We are interested in the stopped

diffusion  X⇧T⌥. Let P⇧y, x, t⌥, x, y � ⌃, t � 0 be the family of transition probabilities of X. Then (as on the JMB paper), the distribution of

X⇧T⌥ conditional to X⇧0⌥ ⌅ y is given by the dispersion kernel:

(1)

kernel

�⇧y, x⌥ ⌅ ↵0

↵ e⇤ t P⇧y, x, t⌥ ⇣ t
The stopped diffusion is interesting because it relates to the problem of dispersion in river networks. For example, the following equation 

(2)
�u

�t
⇧x, t⌥ ⌅ ⇤�⇧x⌥ u⇧x, t⌥ ⇥ ↵⌃�⇧y⌥ �⇧y, x⌥ u⇧y, t⌥ ⇣ y

is the forward equation for the evolution of the concentration given by the following pure jump process: a particle intially at x waits for a

random time S1 ⌦ exp⇧�⇧x⌥⌥ and jumps according to X⇧T⌥, then repeats where it lands. 

The problem I’m interested in is: what is the “mean” position of a particle after one jump?

Given an intial position y � ⌃,  let Qy⇧⇣ z⌥ ⌅ �⇧y, z⌥ ⇣ z  be the distribution of X⇧T⌥,  the position after one jump. One cannot ask for the

average X⇧T⌥ as the values of this random variables are not numbers. The correct statistic to look at is the Frechet mean which is used as the

“mean” for measures defined on arbitrary metric spaces. Let d⇧y, x⌥ denote euclidean distance on ⌃ and consider the following function

(3)F⇧y, x⌥ ⌅ �y d⇧X⇧T⌥, x⌥2 ⌅ ↵⌃d⇧z, x⌥2 Qy⇧⇣ z⌥, x � ⌃.

The Frechet mean of Qy is defined as the minimizer of F⇧y, ✏⌥ if it exists and is unique. That is,

(4)x�⇧y⌥ ⌅ argmin � F⇧y, x⌥, x � ⌃⇥.
In physical terms, x� is the location of the centroid of the plume after the injection at point y evolved for the random time T .

The interesting question is what are the effects of heterogeneity? For example, under what conditions does the centroid creep upstream, or

laterally to the ohter children edge?

Solution

It turns out that the Frechet function F⇧y, ✏⌥ can be computed explicitly by relating �  to the Sturm-Liouville operator ⇥ as in JMB. Define

the functions p, q as:

(5)pr⇧x⌥ ⌅ exp⌃ vr
Dr

x�, pi⇧x⌥ ⌅ exp⌃⇤ vi

Di

x�, i ⌅ 0, 1; qe⇧x⌥ ⌅  

De

pe⇧x⌥, e ⌅ r, 0, 1, x � 0.

And consider the Sturm-Liouville operator defined on each edge as:

(6)⇥⇤ f ⌅e ⌅ ⇤⇧pe fe '⌥ ' ⇥ qe f

and  acting  on  functions  that  are  continous  at  ⌥,  twice  continiously  differentiable  inside  each  edge,  and  satisfy

A0 D0 f0 ' ⇧⌥⌥ ⇥ A1 D1 f1 ' ⇧⌥⌥ ⌅ Ar Dr fr ' ⇧⌥⌥.  The relationship between �,  and ⇥  is  made trhough the Green’s function G  of ⇥.  Namely,

G⇧y, x⌥ satisfies that 

|

∂c

∂t
= rc(t, y) − µc(t, y) + µ

∫
T

p(x, y)c(t, x)dx

Ramirez, J.M. (2012) Population persistence under advection-
dispersion in river networks, J. Math. Bio.

Reference:



Modeling Bounces and Sinks of Financial Firms

Financial firms in distress `bounce or sink’ around some 
distress level.   How can the (stock price) probabilities be 
coded into a model for distressed firms ?  

Nilsen, W., and H. Sayit (2011):  No arbitrage in markets 
with bounces and sinks, Intl. Rev. Appld. Financial Issues and 
Economics, v3(4),  696-699.

Reference:

Example 6:  



|�(y)u|I = 0

@u

@t
=

1
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�
D(y)
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@y

�

(Continuity of Flux)

[ ]

[D(y)
@u

@y
]I = 0

A. Fokker-Planck Conservation Equation:



|�(y)u|I = 0

@u

@t
=

1

⌘(y)

@

@y

�
D(y)

@u

@y

�

I = {· · · < y�1 < y0 = 0 < y1 < · · · }
D(y) piecewise continuous with jump discontinuities in I

⌘(y) piecewise continuous with jump discontinuities in I

�(y) piecewise constant with jump discontinuities in I

(Continuity of Flux)

[ ]

[D(y)
@u

@y
]I = 0

NOTATION: [g]I = g(y+j )� g(y�j )

A. Fokker-Planck Conservation Equation:
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�(y) piecewise constant with jump discontinuities in I

(Continuity of Flux)
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A. Fokker-Planck Conservation Equation:



[ ]

B. Adjoint Backward Equation:

@( v⌘ )

@t

=
1

⌘(x)

@

@x

�
D(x)

@

@x

(
v

⌘

)
�

v

⌘ I
= 0

[
D(x)

�(x)

@

@x

(
v

⌘

)]I = 0



[ ]

B. Adjoint Backward Equation:

@( v⌘ )

@t

=
1

⌘(x)

@

@x

�
D(x)

@

@x

(
v

⌘

)
�

v

⌘ I
= 0

[
D(x)

�(x)

@

@x

(
v

⌘

)]I = 0

w =
v

⌘
2 C0(R)

q(t, x, y) =
⌘(x)

⌘(y)
p(t, x, y)

A = L(⌘v)

(= L(
v

⌘
))

(Fokker-Planck)

(Adjoint)



C. Generic Infinitesimal Generator:

DA ✓ C0(R) ⇤
@

@x

= 0[ ]
I

X = {X(t) : t � 0} Associated Feller Di↵usion

A =
1

2⇢(x)

@

@x

�
D(x)

@

@x

�

A. Forward Equation as Backward Equation:

� = 1, ⇢ = ⌘,⇤ = D

Three-fold Perspective:



C. Generic Infinitesimal Generator:

DA ✓ C0(R) ⇤
@
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= 0[ ]
I

X = {X(t) : t � 0} Associated Feller Di↵usion
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1

2⇢(x)

@

@x

�
D(x)

@

@x

�

B. Adjoint Equation as Backward Equation:

A. Forward Equation as Backward Equation:

� = 1, ⇢ = ⌘,⇤ = D

Three-fold Perspective:

⇢ = ⌘,⇤ =
D(x)

�(x)



C. Generic Infinitesimal Generator:

DA ✓ C0(R) ⇤
@

@x

= 0[ ]
I

X = {X(t) : t � 0} Associated Feller Di↵usion

A =
1

2⇢(x)

@

@x

�
D(x)

@

@x

�

B. Adjoint Equation as Backward Equation:

A. Forward Equation as Backward Equation:

� = 1, ⇢ = ⌘,⇤ = D

Three-fold Perspective:

B0. Prescribed Backward Equation:

⇢ = ⌘,⇤ =
D(x)

�(x)

⇢ = 1, D,⇤ Given parameters



C. Generic Infinitesimal Generator:
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C. Generic Infinitesimal Generator:

DA ✓ C0(R) ⇤
@

@x

= 0[ ]
I

X = {X(t) : t � 0} Associated Feller Di↵usion

A =
1

2⇢(x)

@

@x

�
D(x)

@

@x

�

Speed and Scale Measures:

'j

'j�1
=

D(x+
j )(1� �j)

D(x�
j )�j

=
�

+
j

�

�
j

, '0 = 1.

Af(x) =
'j

⌘(x)

d

dx

(
D(x)

2'j

df

dx

), x 2 (xj , xj+1)

s

0(x) =
2'j

D(x)
, m

0(x) =
⌘(x)

'j
, x 2 (xj , xj+1)

D(x�
j )

'j�1
f

0(x�
j ) =

D(x+
j )

'j
f

0(x+
j )



(D, I, ⇢,⇤)�Assumptions:

LeGall Class:D, ⇢ 2
|g(y)� g(x)|2  |f(y)� f(x)|

g = 9 strictly increasing f

g is bounded between two positive constants.

Z 1

0

Z
x

0

⇢(y)

D(y)
dydx =

Z 0

�1

Z 0

x

⇢(y)

D(y)
dydx = 1

D piecewise di↵erentiable and bounded variation

⇢ piecewise continuous

I has no accumulation points.



C. Generic Infinitesimal Generator:

DA ✓ C0(R) ⇤
@

@x

= 0[ ]
I

X = {X(t) : t � 0} Associated Feller Di↵usion

A =
1

2⇢(x)

@

@x

�
D(x)

@

@x

�

Speed and Scale Measures:

s

0(x) =
2'j

D(x)
, m

0(x) =
⌘(x)

'j
, x 2 (xj , xj+1)

Theorem X is the unique strong solution to

X(t) =

Z t

0

s
D(X(s))

⌘(X(s)
dB(s)�

Z t

0

D

0(X(s))

2⌘(X(s))
ds+

X

j

2�j � 1

2�j
L

X
+ (t, xj)

L

+
(t, x) is right continuous semimartingale local time of X.

Proof. Use BN-Shiraev time change principle !

)



c.f. Ramirez, Thomann, W. (2013): Statistical Science, IMS

Examples: Hydrology, Biology/Ecology,
Oceanography, Astrophysics, Finance

Interfaces Abound !

Basic Question: How do the sample path properties of

X exhibit the parameters D, I,⇤?

e.g., i. First Passage Times

ii. Occupation Times

iii. Local Times

X

n
Stochastic order problems



 On Brownian Motion Observations
``The trajectories are confused and complicated so often and so rapidly that 
it is impossible to follow them; the trajectory actually measured is very much 
simpler and shorter than the real one.  Similarly, the apparent mean speed of a 
grain during a given time varies in a wildest way in magnitude and direction, 
and does not tend to a limit as the time taken for an observation decreases, 
as may be easily shown by noting, in the camera lucida, the positions occupied 
by a grain from minute to minute, and then every five seconds, or, better still, 
by photographing them every twentieth of a second, as has been done by 
Victor Henri Comandon,  and de Broglie when kinematographing the 
movement.  It is impossible to fix a tangent, even approximately, at any point 
on a trajectory, and we are thus reminded of the continuous underived 
functions of the mathematicians.’’ 
- Jean Baptiste Perrin,  Atoms  1913

Q: What might Perrin report on paths of X ?

Ans: Characterize continuity/discontinuities in local time.



 On Brownian Motion Observations
``The trajectories are confused and complicated so often and so rapidly that 
it is impossible to follow them; the trajectory actually measured is very much 
simpler and shorter than the real one.  Similarly, the apparent mean speed of a 
grain during a given time varies in a wildest way in magnitude and direction, 
and does not tend to a limit as the time taken for an observation decreases, 
as may be easily shown by noting, in the camera lucida, the positions occupied 
by a grain from minute to minute, and then every five seconds, or, better still, 
by photographing them every twentieth of a second, as has been done by 
Victor Henri Comandon,  and de Broglie when kinematographing the 
movement.  It is impossible to fix a tangent, even approximately, at any point 
on a trajectory, and we are thus reminded of the continuous underived 
functions of the mathematicians.’’ 
- Jean Baptiste Perrin,  Atoms  1913

Q: What might Perrin report on paths of X ?

Ans: Characterize continuity/discontinuities in local time.

New Technology: Newburgh et al (2006): Einstein, Perrin, and 
the reality of atoms: 1905 revisited,  Am. J. Physics
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(+Right, Left, Symmetric Flavors)
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Theorem

Corollary

`

X(t, x+
j )

`

X(t, x�
j )

=
⌘(x+

j )

⌘(x�
j )

D(x�
j )

D(x+
j )

�j

1� �j
.

Let u denote solution to FP eqn for D, ⌘,�±
j , j 2 Z.

Consider the Feller di↵usion X for ⌘, D,⇤.

`

X(t, x+
j )

`

X(t, x�
j )

=
⌘(x+

j )

⌘(x�
j )

�

�
j

�

+
j



Special Case: Appuhamillage, Bokil, Thomann, W., Wood (2014), Jour. Stat.Phys.

Assume piecewise constant D

Single interface at 0

@c

@t
=

@

@y
(D(y)

@c

@y
)

�
@c

@y
|y=0+ � (1� �)

@c

@y y=0�
= 0

(⌘ ⌘ 1)



              where   

Theorem :      is a Feller diffusion such thatX

X(t) =
p
D(B(↵(�)) ↵(�) =

�
p
D�

�
p
D� + (1� �)

p
D+

[⇤]0 = �� (1� �) = 2�� 1.

x ! `+(x, t)

m

0
+(x)

=

˜

L+(x, t) is continuous.

X(t) = X(0) +

Z t

0

p
D(X(s))dB(s) +

1

2
[⇤]0

`+(0, t)

m0
+(0)

m

0
+(x) =

(
�

D+ if x � 0
1��
D� if x < 0



PROOF OF THEOREM :

Similarly,

Thus,

`X+ (0, t) = lim
✏#0

1

✏

Z t

0
1[0  X(s) < ✏)]ds

= lim
✏#0

1

✏

Z t

0
1[0 

p
D+B(↵)(s) < ✏)]ds =

1p
D+

`B
(↵)

+ (0, t)

`X� (0, t) =
1p
D�

`B
(↵)

� (0, t)

`X+ (0, t)

`X� (0, t)
=

↵

1� ↵

p
D�

p
D+

=
�D�

(1� �)D+

D+

�
`X+ (0, t) =

D�

1� �
`X� (0, t)



SOME IMPLICATIONS FOR RESIDENCE TIMES
(especially Examples 1, 3)

Corollary.  Let    be natural diffusion for the parameters

Definition:  For a continuous semimartingale    we refer to Y

as natural occupation time. 

ΓY
G(t) =

∫ t

0

1(Y (s) ∈ G)ds

Y

D±, λ .      Then, 

if and only if
λ ≥

√
D+

√
D+ +

√
D−

EΓY
[0,∞)(t) ≥ EΓY

(−∞,0](t)

(Units of TIME)

(in place of integration  w.r. to quadratic variation units       ).L2



PROOF.

EΓ−

[0,∞) = t(1 − α(λ)) Compute when ratio > 1.  QED

=

∫ t

0
P (B(α(λ))(s) > 0)ds

= tα(λ)

EΓ+
[0,∞) = E

∫ t

0
1[Y (α(λ))(s) > 0]ds

= E

∫ t

0
1[
√

D+B
(α(λ))(s) > 0]ds



IMPLICATION: The physical diffusion spends a longer time
 in the region with larger diffusion. Mass conservation 
principles (models) may not be appropriate to ecological 
examples, e.g., individual animal dispersion.

Recall: Conservative case

λ =
D+

D+ + D−

>

√

D+

√

D+ +
√

D−

D
+

> D
−



THANK YOU

(More References Follow)
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Theorem (D, I, ⇢,⇤)
THEOREMS
defines a Feller di↵usion X

on R.X is the path-wise unique strong solution of

cf.LeGall(1984), Martinez-Talay(2012), Bass-Chen(2005)

X(t) = X(0) +

Z
t

0

p
D(X(s))dB(s) +

1

2

Z
t

0
D

0
�(X(s))ds+

1

2

Z
t

0

X

j

Z

R
[⇤]

xu

`+(xj

, ds)

m

0
+(xj

)


