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- The fact that each of these estimators estimates a different scale parameter is not a point of concern if our goal is only to use them in arriving at scale invariant robust estimators of $\boldsymbol{\beta}_{0}$.
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- The limit distribution of scale estimator being free of the initial estimator $\widehat{\boldsymbol{\beta}}$ is desirable
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- (6) is a weak regularity condition on the d.f. $G$ which implies however that the d.f. $F$ is infinitely differentiable
- Assumption $\mathrm{E}(\alpha, d)$ is satisfied by $\operatorname{ARFIMA}(p, d, q)$ with $\alpha$-stable innovations (Kokoszka and Taqqu, 1995)
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Step 2. Proof of

$$
\begin{equation*}
\sup _{x \in \mathbb{R}} n^{1-1 / \alpha_{*}}\left|\mathcal{R}_{n i}(x)\right|=o_{p}(1), \quad i=1,2 . \tag{19}
\end{equation*}
$$

The control of the sup in (19) follows from a chaining argument and the following bound:

$$
\begin{equation*}
E\left|\mathcal{R}_{n i}(x, y)\right|^{r} \leq \mu(x, y) n^{r\left(\frac{1}{\alpha_{*}}-1\right)-\kappa}, \quad \forall x<y, \quad i=1,2 \tag{20}
\end{equation*}
$$

where $\mathcal{R}_{n i}(x, y)=\mathcal{R}_{n i}(y)-\mathcal{R}_{n i}(x), 1<r<2, \kappa>0$ and $\mu(x, y)$ is a finite measure on $\mathbb{R}$.

- To prove (20) following Ho and Hsing (1996) etc. we represent $\mathcal{R}_{n i}(x, y)$ as a sum of martingale differences w.r.t. $\mathcal{F}_{s}=\sigma\left\{\zeta_{u}, u \leq s\right\}$ :

$$
\mathcal{R}_{n i}(x, y)=\sum_{s \leq n} \underbrace{\left(E\left[\mathcal{R}_{n i}(x, y) \mid \mathcal{F}_{s}\right]-E\left[\mathcal{R}_{n i}(x, y) \mid \mathcal{F}_{s-1}\right]\right)}_{=U_{n i, s}(x, y)}
$$

- The approximation of EP in (18) originates to Hsing (1999) and was used in S. $(2002,2004)$
- It is not intuitive and is crucial for reducing the problem to a sum of independent r.v.s. since $\sum_{i=1 \mathrm{v} s}^{n}\left(P\left[\varepsilon_{i} \leq x \mid \zeta_{s}\right]-F(x)\right), s \leq n$ are independent and have zero mean

Step 2. Proof of

$$
\begin{equation*}
\sup _{x \in \mathbb{R}} n^{1-1 / \alpha_{*}}\left|\mathcal{R}_{n i}(x)\right|=o_{p}(1), \quad i=1,2 . \tag{19}
\end{equation*}
$$

The control of the sup in (19) follows from a chaining argument and the following bound:

$$
\begin{equation*}
E\left|\mathcal{R}_{n i}(x, y)\right|^{r} \leq \mu(x, y) n^{r\left(\frac{1}{\alpha_{*}}-1\right)-\kappa}, \quad \forall x<y, \quad i=1,2 \tag{20}
\end{equation*}
$$

where $\mathcal{R}_{n i}(x, y)=\mathcal{R}_{n i}(y)-\mathcal{R}_{n i}(x), 1<r<2, \kappa>0$ and $\mu(x, y)$ is a finite measure on $\mathbb{R}$.

- To prove (20) following Ho and Hsing (1996) etc. we represent $\mathcal{R}_{n i}(x, y)$ as a sum of martingale differences w.r.t. $\mathcal{F}_{s}=\sigma\left\{\zeta_{u}, u \leq s\right\}$ :

$$
\mathcal{R}_{n i}(x, y)=\sum_{s \leq n} \underbrace{\left(E\left[\mathcal{R}_{n i}(x, y) \mid \mathcal{F}_{s}\right]-E\left[\mathcal{R}_{n i}(x, y) \mid \mathcal{F}_{s-1}\right]\right)}_{=U_{n i, s}(x, y)}
$$

and use moment inequality due to Esseen and von Bahr (1965):

$$
E\left|\mathcal{R}_{n i}(x, y)\right|^{r} \leq 2 \sum_{s \leq n} E\left|U_{n i, s}(x, y)\right|^{r}
$$

and use moment inequality due to Esseen and von Bahr (1965):

$$
E\left|\mathcal{R}_{n i}(x, y)\right|^{r} \leq 2 \sum_{s \leq n} E\left|U_{n i, s}(x, y)\right|^{r}
$$

- Furthermore, $U_{n 1, s}(x, y)$ needs one more time expanded in martingale differences w.r.t. $\mathcal{F}_{v} \vee\left\{\zeta_{s}\right\}, v \leq s$ :
and use moment inequality due to Esseen and von Bahr (1965):

$$
E\left|\mathcal{R}_{n i}(x, y)\right|^{r} \leq 2 \sum_{s \leq n} E\left|U_{n i, s}(x, y)\right|^{r}
$$

- Furthermore, $U_{n 1, s}(x, y)$ needs one more time expanded in martingale differences w.r.t. $\mathcal{F}_{v} \vee\left\{\zeta_{s}\right\}, v \leq s$ :

$$
U_{n 1, s}(x, y)=\sum_{v \leq s} \underbrace{\left(E\left[U_{n 1, s, v}(x, y) \mid \mathcal{F}_{v}, \zeta_{s}\right]-E\left[U_{n 1}(x, y) \mid \mathcal{F}_{v-1}, \zeta_{s}\right]\right)}
$$

and use moment inequality due to Esseen and von Bahr (1965):

$$
E\left|\mathcal{R}_{n i}(x, y)\right|^{r} \leq 2 \sum_{s \leq n} E\left|U_{n i, s}(x, y)\right|^{r}
$$

- Furthermore, $U_{n 1, s}(x, y)$ needs one more time expanded in martingale differences w.r.t. $\mathcal{F}_{v} \vee\left\{\zeta_{s}\right\}, v \leq s$ :

$$
U_{n 1, s}(x, y)=\sum_{v \leq s} \underbrace{\left(E\left[U_{n 1, s, v}(x, y) \mid \mathcal{F}_{v}, \zeta_{s}\right]-E\left[U_{n 1}(x, y) \mid \mathcal{F}_{v-1}, \zeta_{s}\right]\right)}_{=: W_{n, s, v}(x, y)}
$$

and use moment inequality due to Esseen and von Bahr (1965):

$$
E\left|\mathcal{R}_{n i}(x, y)\right|^{r} \leq 2 \sum_{s \leq n} E\left|U_{n i, s}(x, y)\right|^{r}
$$

- Furthermore, $U_{n 1, s}(x, y)$ needs one more time expanded in martingale differences w.r.t. $\mathcal{F}_{v} \vee\left\{\zeta_{s}\right\}, v \leq s$ :

$$
U_{n 1, s}(x, y)=\sum_{v \leq s} \underbrace{\left(E\left[U_{n 1, s, v}(x, y) \mid \mathcal{F}_{v}, \zeta_{s}\right]-E\left[U_{n 1}(x, y) \mid \mathcal{F}_{v-1}, \zeta_{s}\right]\right)}_{=: W_{n, s, v}(x, y)}
$$

and estimated $E\left|U_{n 1, s}(x, y)\right|^{r} \leq 2 \sum_{v \leq s} E\left|W_{n, s, v}(x, y)\right|^{r}$ as above.
and use moment inequality due to Esseen and von Bahr (1965):

$$
E\left|\mathcal{R}_{n i}(x, y)\right|^{r} \leq 2 \sum_{s \leq n} E\left|U_{n i, s}(x, y)\right|^{r}
$$

- Furthermore, $U_{n 1, s}(x, y)$ needs one more time expanded in martingale differences w.r.t. $\mathcal{F}_{v} \vee\left\{\zeta_{s}\right\}, v \leq s$ :

$$
U_{n 1, s}(x, y)=\sum_{v \leq s} \underbrace{\left(E\left[U_{n 1, s, v}(x, y) \mid \mathcal{F}_{v}, \zeta_{s}\right]-E\left[U_{n 1}(x, y) \mid \mathcal{F}_{v-1}, \zeta_{s}\right]\right)}_{=: W_{n, s, v}(x, y)}
$$

and estimated $E\left|U_{n 1, s}(x, y)\right|^{r} \leq 2 \sum_{v \leq s} E\left|W_{n, s, v}(x, y)\right|^{r}$ as above.
Step 3. Proof of

$$
E\left|W_{n, s, v}(x, y)\right|^{r} \leq \mu(x, y) \sum_{i=1 \vee s}^{n}\left|b_{i-s}\right|^{r}\left|b_{i-v}\right|^{r}
$$
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